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Abstract

With the emergence of the cloud computing paradigm and the continuous search to reduce the cost of running Information Technology (IT) infrastructures, we are currently experiencing an important change in the way these infrastructures are assembled, configured and managed. In this research we consider the problem of managing a hybrid high-performance computing infrastructure whose processing elements are comprised of in-house dedicated machines, virtual machines acquired from cloud computing providers, and remote virtual machines made available by a best-effort peer-to-peer (P2P) grid. Each of these resources has a different cost basis. The applications that run in this hybrid infrastructure are characterised by a utility function: the utility yielded by the completion of an application depends on the time
taken to execute it. We take a business-driven approach to managing this infrastructure, aiming to maximise profit, that is, the utility produced as a result of the applications that are run minus the cost of the computing resources that are used to run them. We assume that the cost of computing resources from the local in-house machines is unavoidable, i.e., the in-house infrastructure has a fixed cost whether or not its resources are used. We also assume that the cost of computing resources from the P2P grid (when they are available) is negligible, because the grid is based on the exchange of spare resources between peers. Applications are run using computing power just from these two sources whenever possible. Any extra capacity required to improve the profitability of the infrastructure is purchased from the cloud computing market. We assume that this extra capacity is reserved for future use through short term contracts which are negotiated without human intervention. The cost per unit of computing resource may vary significantly between contracts, with more urgent contracts normally being more expensive. However, due to the uncertainty inherent in the best-effort grid, it may not be possible to know in advance exactly how much computing resource will be needed from the cloud computing market. Overestimation of the amount of resources required leads to the reservation of more than is necessary; while underestimation leads to the necessity of negotiating additional contracts later on to acquire the remaining required capacity. We propose heuristics to be used by a contract planning agent in order to balance the cost of running the applications and the utility that is achieved with their execution, with the aim of producing a high overall profit. We demonstrate that the ability to estimate the grid behaviour is an important condition for making contracts that produce high efficiency in the use of the hybrid infrastructure. We propose a model for predicting the behaviour of a P2P grid that uses a particular incentive mechanism, and assess the suitability of this model using field data. Our results show that the proposed model is able to predict the grid behaviour with an average error that is not larger than 16% for the scenarios evaluated, leading to a worst case efficiency of 85.32%.
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1. Introduction

A new business model is currently being adopted which is changing the way that Information Technology (IT) resources and services are deployed and used. In this model the acquisition of resources and services occurs whenever and wherever needed, and the amount charged is related to the amount of resources and services that are actually used. This model of IT sold as a service has been called cloud computing. One of its main selling points is the possibility of substantial reductions on the total cost of ownership of IT infrastructures.

Economic advantages certainly play an important role in the adoption of this business model, but there are other important factors to consider which are likely to result in organisations preserving at least some of their in-house infrastructure, rather than having all their applications run on computers owned by cloud service providers. For example, the retention of some in-house capacity may serve to cushion the effects of price fluctuations given by transient instabilities in the cloud computing market. The migration from services supported by in-house dedicated IT infrastructures to services offered by an external cloud computing provider is likely to face strong resistance from the internal IT management staff. For certain types of application the cost reduction resulting from a move to external providers may be low. Most importantly, organisations may decide that they do not wish to execute certain types of application on a computing infrastructure that they do not own or manage: these might include for example business-critical applications requiring very high availability, or applications that process sensitive data.

The market-based cloud computing model is not the only way to reduce total cost of ownership. Among other solutions proposed, peer-to-peer (P2P) grid computing has been suggested as a way to enable a simpler economy for the trading of computing cycles that would otherwise be idle [1]. Markets rely on the existence and efficiency of contract negotiation, norm enforcement, banking and accounting mechanisms. For several scenarios in distributed computing (and also outside computing), implementing such mechanisms is complex, costly or inefficient. In contrast, sharing systems may be efficient for these scenarios, as they can use information which is loosely structured and therefore easier to obtain, they can make use of social relations for monitoring and enforcement, and they have lower marginal transaction costs [2]. These solutions generally give no guarantees on the quality of service provided – indeed, they do not guarantee that the service will be provided at
all. Nevertheless, they have been successfully used to increase the cost effec-
tiveness of IT infrastructures in a number of settings [3].

We expect that in the near future many IT infrastructures will use both
resources provided by in-house dedicated infrastructure and resources from
external cloud computing providers. Moreover, spare capacity of the in-
house infrastructure may be used to execute workload on behalf of other
organisations, in exchange for the possibility of using these organisations’
spare capacity to run part of the local workload in the future. The different
components of this hybrid infrastructure will provide different guarantees,
ranging from potentially very detailed quality of service guarantees, to no
guarantees at all for best-effort components.

This expectation is supported by our own experience with the OurGrid
middleware (http://www.ourgrid.org/). This middleware allows the deploy-
ment of open P2P grids. We have used the OurGrid middleware to foster the
creation of the OurGrid Community, which has been used as a computing
platform in a variety of application areas, including engineering, bioinfor-
matics, computer science and financial applications [4, 5, 6, 7] (for a current
snapshot of the running system, see http://status.ourgrid.org/). In particu-
lar, OurGrid supports the cooperative work of a community of meteorologists
and hydrologists, both in academia and in government [4, 8]. Some members
of this community provide daily weather forecasts as a public service (see,
for instance, http://www.cptec.inpe.br/). The capacity required at critical
times (when time-constrained applications are run) is normally much larger
than that required at other times. Provisioning the IT infrastructure of these
public agencies to cope with the high demand at critical times is not cost-
effective. An agency will in general be able to obtain some additional capacity
at a negligible cost from OurGrid at such a time; however, since OurGrid
is best-effort, the agency cannot rely on OurGrid to always provide the ca-
pacity required. In this setting, it is likely that extra computing power that
is not obtainable from OurGrid could be purchased on demand from cloud
service providers at a smaller cost than the cost of provisioning the agency’s
in-house dedicated infrastructure to meet such demands. The presence of
OurGrid reduces the amount of computing power which an agency will need
to purchase at critical times. So, a hybrid IT infrastructure consisting of all
three potential sources of computing resources (in-house, an external cloud
computing provider, and a P2P grid) is highly desirable for this scenario.

Since most studies of IT management have assumed that IT services are
provided by just one of these sources, interesting research questions arise
from consideration of the hybrid IT environment just described. In contrast
to existing work that focuses on the management of the cloud computing
provider’s infrastructure (e.g., [9]), in this paper we take the point of view of
the customer of a cloud computing service. More precisely, we discuss how
this customer (the manager of the hybrid infrastructure) can make the best
use of the dedicated in-house capacity, while judiciously using the other two
sources of computing resources or services. We concentrate on the contract
planning aspect of the IT infrastructure management [10], i.e., *given a utility
function for an application and its predicted workload, how should one plan
the contracts that will be made with cloud computing providers, in order to
balance the cost of executing the application and the utility yielded by its
execution?*

We study heuristics used by a contract planner agent which follows a
business-driven approach to managing this infrastructure, meaning that it
aims to maximise profit, where the profit in this case is the utility produced
as a result of the applications that are run minus the cost of the comput-
ing resources that are used to run them. We assume that the agent does not
have any say in which applications are to be run on the hybrid infrastructure,
but can choose how much cloud computing capacity to reserve and when to
make the reservations. In particular, we extend the work by Maciel Jr. et
al. [11] where the hybrid infrastructure described above was first presented,
and which highlighted the importance of an accurate prediction of the be-
haviour of the P2P grid. Here we extend the model to a larger spectrum
of applications, and look more closely at the impact that an error in the
prediction of the behaviour of the grid has on the overall efficiency of the
system. In this direction, we propose a model for predicting the quality of
service offered by a P2P grid that uses the incentive mechanism proposed
by Andrade et al. [12], and we evaluate the model using data from the Grid
Workload Archive [13].

For the applications that we had in mind when writing this paper, the
computing resource used from the IT infrastructure is simple processing
power. However, our analysis can also be applied to applications which
use a different type or resource or service. For the rest of this paper we
will write “cycle” as shorthand for a unit of computing services or resources:
this could for example be an amount of computing power equivalent to a
fixed quantity of CPU cycles on a reference machine when the application
considered uses processing power from the infrastructure, or 1KB of storage
when the application uses storage from the infrastructure, or one unit of a
particular higher-level service. We will assume however that the application only requires one type of service or resource, and is sufficiently parallel that it can use any two cycles from any two sources interchangeably and in parallel. (These assumptions are true for most of the applications that are run using OurGrid.)

The remainder of the paper is organised as follows. In Section 2 we survey related work. Section 3 gives formal definitions of the application that we will consider and of the hybrid IT infrastructure. A formal description of the problem we target is given in Section 4. We present heuristics for contract planning in Section 5, and evaluate them in Section 6. In Section 7 we propose and validate the model for predicting the quality of service of the P2P grid. Finally, in Section 8 we give concluding remarks and discuss areas in which further research needs to be developed.

2. Related Work

In this paper, the applications that we are interested in are ones that are time-constrained. There are many examples of distributed applications in which customers need guarantees on the response time and on the allocation of resources. Examples of the domain areas of these applications include: remote medicine [14]; real-time control of sensitive sites, instruments and air traffic flow [15, 16]; multimedia and stream processing [17, 18]; environmental forecast [19, 4]; and e-Science experiments [20, 21]. There have been some efforts to develop real-time support in distributed applications [22, 23], and to improve quality of service guarantees of high-performance distributed computing systems by using advance reservations [24, 25, 26]. However, a better understanding of the quality of service requirements of these real-time applications is desirable. As yet there is not a complete understanding of how to generate functions that express the utility that customers gain from their applications given the length of the time that the application takes to complete. However, some work on determining these utility functions has been done under the assumptions that the utility functions are step functions or have a linear decay over time [27, 28, 9, 29]. In our work, we consider three time-constrained applications whose utilities to the customer are a step function, a linearly decaying function, and an exponential decaying function.

There are some similarities between our work and that of Popovici and Wilkes [9] and Yu et al. [28], as well as some points in which our work complements these earlier papers. Popovici and Wilkes focus on the operations of a
service provider, while Yu et al. look at the interaction between a customer and a grid service provider. Our work, on the other hand, investigates the interaction of a customer with both a best-effort grid and a cloud computing provider.

Popovici and Wilkes [9] propose an economics-oriented approach for a service provider, to solve the question of which customers’ requests the service provider should accept. They extend works by Chun and Culler [30] and Irwin et al. [29], by considering a service provider that offers job-based services to its clients and rents resources from a resource provider. The difficulty in selecting the requests is that they assume that the service provider will have some uncertainty about the availability of the resources necessary to fulfil the requests. Popovici and Wilkes define risk-aware heuristics for admission control and scheduling that aim at maximising the service provider’s utility, taking into account the uncertainty in resource availability. In our work we consider a contract planner for a hybrid IT infrastructure, and the uncertainty comes from the best-effort nature of the P2P grid.

Yu et al. [28] propose a scheduling algorithm that minimises the execution costs of workflows in a grid while meeting users’ specified deadlines. The unreliability of the grid introduces uncertainty. This, in turn, is dealt with by re-scheduling tasks that fail, moving them to other available computers in the grid. Predictions of availability and information about the costs of grid resources under available contracts are used to select the most appropriate contracts and to minimise cost. Our work uses a similar strategy, but applies it to a different context.

Cloud computing providers require solid business models. Rappa [31] presents a general overview of what the business model for cloud computing might look like, taking account characteristics such as necessity, reliability, usability, and scalability. This model is similar to business models for the provision of utilities such as water, telephone, Internet access, and electricity. The pricing model for cloud computing resources that we use in this paper is based on pricing models used for other utilities, in which there is a charge for the reservation of resources.

Buyya et al. provide some economic models for setting the prices of services based on supply and demand. These include commodity markets, posted prices, and auctions [32]. Buyya et al. describe a system architecture and policies for resource management in grid infrastructures, based on the various possible pricing models. In this paper we assume a generic pricing model in which the cost of a cycle from a cloud computing provider is com-
posed of a reservation fee and a consumption fee. Different providers’ profiles can be mapped onto different reservation and consumption fees. Details of the pricing model are given in Subsection 3.2.

This paper is based on a previous work by Maciel Jr. et al. where the hybrid infrastructure was presented for the first time [11]. More specifically, Maciel Jr. et al. defined the hybrid IT infrastructure and its elements, proposed contract planning heuristics in order to decide which contracts to establish with the cloud computing provider, and evaluated the efficiency of these heuristics for a limited class of applications. Their main conclusion was that using information about the cloud computing provider’s pricing model and accurately estimating the amount of cycles that will be reclaimed from the best-effort P2P grid are crucial to establishing contracts that produce a high profit from running applications on the hybrid infrastructure. In this paper we extend the work by Maciel Jr. et al. by: i) considering different utility functions for the applications (Section 3); ii) refining the function that represents the total profit yielded by running an application in the hybrid infrastructure (Section 4); further investigating the impact on the efficiency of the infrastructure of inaccurate predictions of the number of cycles that are reclaimed from the P2P grid over a given time interval (Section 6); and, iv) proposing and assessing the usefulness of a model for making this prediction for a P2P grid that uses the incentive mechanism proposed by Andrade et al. [12].

3. System Model

In this section we present the system model. First we describe the application that we will consider, and give a model for the utility yielded by its execution. Then we present the different components of the hybrid IT infrastructure, with a focus on modelling the costs of the cycles from the three different components.

3.1. The Application

For the sake of simplicity, we assume that during a time period \( \Delta \) (typically on the order of a day), there is a single critical application to be executed. We characterise this application by a tuple \( \mathcal{A} = (w, t_r, u(t)) \), where \( w \) is an indication of the application’s demand on the infrastructure, expressed as the number of the cycles it requires for completion; \( t_r \) is the instant of time, within \( \Delta \), when the application is ready for execution (for example the
instant of time when data required to run the application becomes available); and \( u(t) \) is the application’s utility function. The function \( u(t) \) specifies the total utility obtained by the owner of the hybrid IT infrastructure from the execution of the application, as a function of the time that the execution completes. Clearly \( u(t) \) is only defined for \( t \geq t_r \).

Figure 1 shows some examples of utility functions for time-constrained applications. For such applications the utility is a decreasing function of the instant of time at which the application completes its execution. Function \( \text{step}(t) \), for instance, represents a real time application whose utility is positive and constant as long as its execution completes before a deadline; for completion times longer than that, the utility drops to zero. Function \( \text{expo}(t) \) is exponentially decreasing, and tends to zero as the completion time increases. Finally, function \( \text{decay}(t) \) starts positive and decreases linearly as the completion time increases, becoming negative after the completion time passes a deadline. The negative utility may represent a penalty incurred if the application cannot be completed by an agreed deadline.

![Utility Function Graphs](image)

**Figure 1:** Some examples of utility functions

In this paper we consider applications with the following common pattern: there is no utility gained if the application completes its execution after a predefined deadline \( (t_d) \), i.e. \( u(t) = 0, \forall t, t > t_d \). We consider three different applications. The first application, called *All-or-Nothing (AoN)*, has as its sole constraint to complete its execution before the deadline. For the second application, called *Linear-Decay-until-a-Deadline (LDuD)*, the utility decays linearly until it reaches the value zero at \( t_d \). Finally, we consider an intermediate application, called *Graceful-Degradation-until-a-Deadline (GDuD)*, whose utility decays exponentially with time. The first two applications are modelled by the following utility function:
with \( b > 0 \) and \( a = 0 \) for the AoN application and \( a = -b/(t_d - t_r) \) for the LDuD application. The third application is modelled by the following utility function:

\[
u(t) = \begin{cases} 
  a \cdot (t - t_r) + b, & \text{if } t_r \leq t \leq t_d; \\
  0, & \text{otherwise,}
\end{cases}
\]

with \( b > 0 \) and \( a < -1 \).

3.2. The Hybrid IT Infrastructure

We consider a hybrid IT infrastructure which, during the period of time \( \Delta \), is able to provide \( C(\Delta) \) cycles, where

\[
C(\Delta) = \int_{\Delta} (i(t) + g(t) + p(t)) \cdot dt,
\]

and \( i(t), g(t) \) and \( p(t) \) are, respectively, the number of cycles available at time \( t \) from the in-house dedicated machines, the P2P grid and the cloud computing provider.

We will assume that all the cycles obtained from the cloud computing market are obtained from a single provider, but our analysis can be generalised for the case of several providers in a straightforward way.

The total cost of running the hybrid infrastructure during \( \Delta \) is the sum of the cost of maintaining the in-house infrastructure, the cost of donating and receiving cycles to/from the best-effort P2P grid, and the costs arising from the use of cycles from the cloud computing provider’s infrastructure. We assume that the cost of maintaining the in-house infrastructure is described by a fixed cost \( v_i \) for each cycle available from the in-house infrastructure, whether or not it is used. The cost of maintaining the dedicated infrastructure during \( \Delta \) is therefore

\[
\gamma_i(\Delta) = v_i \cdot \int_\Delta i(t) dt
\]

We assume that the P2P grid works in an opportunistic way, with the peers only donating spare capacity to the grid which would otherwise be unused. Naturally, there is a cost \( v_g \) of donating a cycle to the grid; this is due mainly to the extra consumption of energy and to any extra security
enforcements that are required before tasks can be executed on behalf of other peers using the spare capacity of the donating peer’s local infrastructure. Nevertheless, these costs are likely to be very small compared to the other costs of operating and maintaining the local infrastructure (e.g. hardware, software, hosting, system administration, etc.). We therefore assume that $v_g \ll v_i$, and in the rest of the paper we ignore the cost of donating idle cycles to the grid. Moreover, there is no cost incurred for the cycles that are claimed from the grid, since they are donated cycles.

The costs of the cycles obtained from the cloud computing provider depend on the cloud computing provider’s pricing model. At the time of writing, very few cloud computing providers offer a fully automated negotiation procedure. Most use a simple pricing model in which virtual machines are brought up and torn down at the wish of the customer, who pays a fixed price for each hour or fraction of hour effectively used. No reservation is needed, however there is only a limited number of virtual machines that can be simultaneously instantiated by a single customer. If a customer requires a larger number of virtual machines, she must have previously engaged in a human-to-human negotiation with the provider [33].

However, some cloud computing providers, such as Amazon, are starting to provide a pricing model that incorporates the notion of long-term reservation of resources prior to their use. In this case, a lower fee is charged for the use of resources if the customer has previously reserved them [34]. The cloud computing market is evolving rapidly, and we believe that it cannot be assumed that the pricing models currently used will be standard in the future. In fact, Amazon’s introduction of reservation is an indication that, as more and more customers enter the market, providers will look for more information about customers’ likely workloads in order to be able to operate their infrastructure efficiently. We predict that reservation will eventually become a common feature of cloud service pricing models, and that customers will be interested in software that provides some automation of the reservation and contract negotiation processes. We also believe that competition among providers will drive the providers to give customers more flexibility in their choice of contracts.

Based on these predictions, we define a pricing model that we believe is most likely to be adopted in the scenario that we consider in this paper, in which the customer’s contract planning agent sets up short-term contracts. The pricing model involves two types of fees: a reservation fee and a consumption fee. It is reasonable to think that the urgency of a contract is a
critical factor in setting the reservation fee: in general, contracts which are established only shortly before the computer power is due to be consumed will tend to have more expensive reservation fees per cycle than contracts which are established well in advance. For a fixed reservation and consumption time, we assume that the reservation cost is directly proportional to the number of cycles that are reserved. The maximum number of cycles that can be consumed at time $t$ is the number that has been reserved for time $t$ at times up to and including $t$, however it may be that not all of these will be consumed. The reservation fee is charged for all the cycles that are reserved, whether or not they are consumed, but the consumption fee is only charged for cycles that are consumed. We assume that the consumption fee associated with a contract is directly proportional to the number of cycles consumed under the contract. Note that this pricing model is similar to the one that Amazon has started to use; however, contracts are for much shorter periods than Amazon’s contracts and are negotiated automatically.

We represent a contract between the client and the cloud computing provider by a tuple $K = (t^K_e, t^K_u, c^K_r, i^K)$, where $t^K_e$ is the time at which the contract is established; $t^K_u$ is the time at which the cycles are to be used; $c^K_r$ is the number of cycles reserved; and $i^K$ is a number between 0 and 1 expressing a relationship between the reservation and consumption fees per cycle, which is used to calculate the cost of cycles in a way detailed below. Since it does not make sense for the customer to reserve cycles for use outside the time interval $[t_r, t_d]$, we will assume that $t^K_u$ lies in this time interval for all established contracts $K$. When a contract is established, the computing provider agrees to fulfill it and the customer (via the customer’s agent) agrees to pay the agreed price. We assume that all contracts in compliance with the interests of provider and customer are successfully established and duly honoured by both parties involved.

We use the following model for the cost of $c$ cycles under contract $K$, where $0 \leq c \leq c^K_r$. We write $v_p$ for the total cost to the consumer (comprising both a reservation fee and a consumption fee) of reserving a single cycle at time $t_p$ and consuming it at time $t_d$, where $t_p$ is the earliest time at which a contract can be made for cycles to run the application, and $t_d$ is the deadline for the execution of the application. We assume that this cost is independent of the choice of contract under which this reservation is made. (Obviously this contract has to be $(t_p, t_d, 1, \beta)$ for some $\beta$: what we mean by the previous sentence is that the cost $v_p$ is independent of the value of this $\beta$.) We will use a function $\varphi$ of the contract establishment time and the time of
consumption which is independent of the choice of contract, which reflects how the reservation costs vary with these times. We assume that $\varphi$ is a strictly decreasing function of the difference between the consumption time and the contract establishment time, so that it is larger for more urgent contracts, and that it takes value 1 when this difference is as large as possible, i.e., $\varphi(t_p, t_d) = 1$. The cost profiles of different providers can be modelled by different choices of $\beta^K$, $v_p$, and $\varphi$.

Given this, the cost of using $c$ cycles under a contract $K$ is given by:

$$\gamma^K_p(c) = v_p \cdot \{ \beta^K \cdot c^K \cdot \varphi(t^K_e, t^K_u) + (1 - \beta^K) \cdot c \}, \quad (2)$$

This is the sum of the cost of reserving $c^K$ cycles under the contract, and the consumption cost of consuming $c$ of these reserved cycles.

Note that when both the reservation cost and the consumption cost are taken into account, it is not true in general that given any two contracts with the same time of establishment (i) if both reserve the same number of cycles, it is cheaper to use the less urgent contract, or that (ii) if both reserve the cycles for consumption at the same time, and both reserve at least as many cycles as are actually used at that time, it is cheaper to use the contract which reserves fewer cycles. As counterexamples, suppose that $t_r < t_1 < t_2 < t_d$ and set $K_1 = \langle t_p, t_1, 1, 0.25 \rangle$, $K_2 = \langle t_p, t_2, 1, 0.875 \rangle$, $K_3 = \langle t_p, t_2, 2, 0.25 \rangle$. Then $\gamma^{K_2}_p(1)$ is greater than both $\gamma^{K_1}_p(1)$ and $\gamma^{K_3}_p(1)$. However, given any two contracts with the same time of establishment and the same value of $\beta^K$, (i) and (ii) both hold. We allow this flexibility in our general pricing model, but in the evaluation sections of this paper we will assume that the service provider fixes a value $\beta$ and only allows the establishment of contracts $K$ for which $\beta^K = \beta$. Thus in our evaluations (i) and (ii) hold, and the customer’s choice of contract amounts to a choice of the time that the contract is established, the time that the reserved cycles will be consumed, and the number of cycles reserved. Notice also that if $\beta^K = \beta^K'$, $t^K_e = t^K'_e$, and $t^K_u = t^K'_u$, then for all $c \leq c^K$, $c' \leq c^K'$ we have $\gamma^K_p(c) + \gamma^K'_p(c') = \gamma^{K''}_p(c + c')$, where $K''$ is the contract $\langle t^K_e, t^K'_e, c^K + c^K', \beta^K \rangle$. It follows that when calculating costs in our evaluations, we can assume without loss of generality that given any pair of times $t_1, t_2$, at most one contract is established at time $t_1$ for cycles to be consumed at time $t_2$.

We assume that the customer (that is, the manager of the hybrid infrastructure) runs a planning agent [10] that is in charge of establishing contracts with the cloud computing provider. The planning agent starts to run at time $t_1$...
\( t_p \), the earliest time at which contracts can be established. Let the plan \( \mathcal{P} \) be the outcome of a run of the planning agent for the time period \( \Delta = [t_p, t_d] \). \( \mathcal{P} \) is a set that contains the contracts that have been established between the customer and the cloud computing provider. Let \( \mathcal{U} \) be the usage log for the execution of part of the application, which records the use of cycles from the cloud computing provider under plan \( \mathcal{P} \). \( \mathcal{U} \) is a set containing the values \( c^K_u \), for all \( K \in \mathcal{P} \), such that \( c^K_u \) is the number of cycles that have been consumed under contract \( K \) during the execution accounted by \( \mathcal{U} \). The cost incurred from the cycles reserved by a plan \( \mathcal{P} \) and used as recorded by \( \mathcal{U} \) is given by:

\[
\gamma_p(\mathcal{P}, \mathcal{U}) = \sum_{\forall K \in \mathcal{P}} \gamma^K_p(c^K_u).
\]  

From now on we will use the notation \( t^- \) (resp. \( t^+ \)) to refer to an instant of time that is infinitesimally earlier (resp. later) than some instant of time \( t \). During the time interval \([t_p, t_r]\), no cycles from the grid or the cloud computing provider are consumed. This is because there is no critical computation to be executed in this time interval, and therefore no need for the customer to seek resources from the grid or the cloud computing provider. During this period of time, any spare cycle from the in-house infrastructure is offered to the P2P grid. For the sake of simplicity we assume that for any \( t \) with \( t_p \leq t < t_r \), all \( \int_{t_p}^{t_r} i(t) \cdot dt \) cycles are idle, and are, therefore, donated to the grid.

We now consider the number of cycles that will be available during \( \Delta \) from the three different components of the hybrid infrastructure. Let \( t_c \) be the time that the application \( \mathcal{A} \) completes its execution. Thus, the number of cycles that are available from the in-house infrastructure to run the application is given by \( \int_{t_p}^{t_r} i(t) dt \).

On the other hand, the number of cycles that are available from the P2P grid during \( \Delta \) will depend on the amount of resources that have been previously donated and the quality of service that the grid is able to deliver. The grid quality of service here is related to the probability of receiving back favors paid to other peers in the grid within a certain time horizon: the favors are donations of cycles. The more rapidly that favors are paid back, the better is the quality of service of the grid. In this paper we define the grid’s quality of service to be
\[ \Phi = \int_{t_p}^{t_f} g(t) dt \int_{t_p}^{t_r} i(t) dt \]

Finally, the number of cycles that are available from the cloud computing provider at time \( t \) is defined by the contracts belonging to \( P \), and is given by

\[ \sum_{\{K \in P | \mu_u^K = t\}} c^K_r \]

4. Problem Statement

The problem that we would like to solve is how to schedule \( A \) in the hybrid infrastructure, such that the associated profit to the owner of the hybrid infrastructure is maximised. We define the profit of running an application \( A \) in the hybrid infrastructure to be the difference between the utility obtained from running \( A \) and the cost of operating the infrastructure during \( \Delta \).

For simplicity, we assume that the application has a workload with very fine granularity, that it is sufficiently parallel that at any instant of time \( t \) it is possible, if necessary, to simultaneously schedule work using cycles available in the in-house dedicated infrastructure, in the cloud computing provider and in the P2P grid. Starting at \( t_r \), the scheduler uses all available cycles until the execution of the application is completed, using as many in-house cycles as possible (whose cost is incurred whether or not they are used), then as many as possible of the cycles available from the grid (whose cost is negligible) and, finally, cycles available from the cloud computing provider. Following this scheduling algorithm, under the assumption that no two contracts in \( P \) specify the same consumption time \( t^K_u \), the usage log \( U \) associated with the execution of \( A \) in the hybrid infrastructure with the plan \( P \) is such that for all \( c^K_u \in U \),

\[ c^K_u = \max(0, \min(c^K_r, w - \sum_{\{c^K_u', \mu_u^K < c^K_u\}} c^K_u' - \int_{t_u^K}^{t^K_u} (i(t) + g(t)) dt)) \]

Note that in the scenario that we propose, the scheduling of the application is preceded by the reservation of cycles from a cloud computing provider. This makes scheduling relatively simple, but requires a solution to
the problem of executing the planning, i.e., deciding when and how many cycles to reserve. Different plans will lead not only to different costs, but also to different availability of cycles for running the application and, therefore, to different values of $t_c$. In turn, different values for $t_c$ lead to different utilities. In summary, using the fact that cycles obtained from the P2P grid have negligible cost, the profit that is achieved by a plan $\mathcal{P}$ which allows the application $A$ to be completed by time $t_c$ (where $t_r \leq t_c \leq t_d$) is:

$$\text{Profit}(A, \Delta, \mathcal{P}, \mathcal{U}) = u(t_c) - \gamma_i(\Delta) - \gamma_p(\mathcal{P}, \mathcal{U}),$$

(4)

where $\mathcal{U}$ is the usage log that results from applying the scheduling algorithm to the hybrid infrastructure under $\mathcal{P}$. The aim of the planning algorithm is to find the plan $\mathcal{P}$ that maximises $\text{Profit}(A, \Delta, \mathcal{P}, \mathcal{U})$.

5. Planning Algorithms

In this section, we propose planning algorithms that can be used to maximise the profit achieved when running an application on the hybrid infrastructure. As such, the algorithm must first estimate the number of cycles that need to be acquired from the cloud computing provider and then establish the contract or contracts that will maximise the profit.

The total number of cycles needed from the cloud computing provider in order to complete the execution of the application $A$ at some instant of time $t_c$ is given by:

$$c_e(t_c) = \max(0, w - \int_{t_r}^{t_c} (i(t) + g(t))dt).$$

Given the relatively short time for which the application is in execution, it is reasonable to assume that $i(t)$, for $t_r \leq t \leq t_c$, is known at time $t_p$, when the planner starts to run. Unfortunately, due to the uncertainty inherent in the best-effort P2P grid, it may not be possible at time $t_p$ to predict $g(t)$ accurately for $t_r \leq t \leq t_c$.

Note that if it is possible at time $t_p$ to estimate $c_e(t)$ accurately for any $t$ in $[t_r, t_d]$, then, for the system model that we have defined in Section 3 with the additional assumption that $\beta^K$ is the same for all contracts $\mathcal{K}$ that can be established, it is straightforward to find a plan that maximises the profit. There is a plan consisting of a single contract $\langle t_p, t_u, c_e(t_u), \beta \rangle$ for
which the profit is maximal. A simple solver can be used to find the time $t_u$ that specifies this contract. For instance, for the AoN application whose utility is a positive constant for any $t_u$, $t_u \leq t_r \leq t_d$, (and still making the assumption that only contracts $K$ with $\beta^K = \beta$ can be established), it is easy to see that the contract required is $(t_p, t_d, c_e(t_d), \beta)$, because out of all the contracts that can be established which give rise to the maximum utility, this is the least urgent contract reserving the smallest number of cycles, and hence has the minimum cost.

In the approach sketched above, underestimation of the number of cycles that will be received from the grid leads to an overestimation of $c_e(t)$ and the reservation of more cycles than is necessary. It may be the case that this results in higher reservation costs than if only the cycles that will actually be used had been reserved, and in this case the profit achieved may not be maximal. (It is possible that it may still be maximal if the extra cycles from the grid enable the application to finish execution earlier than expected, resulting in a higher utility.) On the other hand, overestimation of the number of cycles that will be received from the grid leads to the underestimation of $c_e(t)$, and as a result, at time $t^K_u$ there will be still some part of the application workload left to be processed. There will hence be unexpected costs of purchasing the additional cycles from the cloud computing provider required to complete the execution of the application (if this is possible), and the application will complete later than expected and so may produce a smaller utility than expected. Thus the profit will be lower than was expected by the planner at the time it established the relevant contracts, and it is possible that a different choice of contracts would have led to a higher profit.

Since it is not generally possible to predict with complete accuracy the number of cycles that will be available from the grid over a future time interval, we resort to heuristics that try to achieve profits that are as close as possible to the maximal achievable. These heuristics assume that $\beta^K = \beta$ is the same for all contracts $K$ that can be established, and also that for any $t_c$, $t_u$ with $t_c \leq t_e < t_u$, $t_r \leq t_a \leq t_d$ and any positive integer $c$, it is possible to establish a contract $(t_c, t_u, c, \beta)$.

Out of all possible heuristics, we concentrate our focus on those that make at most two contracts within the $\Delta = [t_p, t_d]$ time interval. In particular, we assume that one contract ($K_1$) is always established as soon as possible, at time $t_p$, while the second contract ($K_2$), when needed, is established at the instant of time at which the cycles reserved in the first contract were used, i.e., $t^K_e = t^K_u$. The reason is as follows. The heuristic runs a solver to
find the contract $\mathcal{K}_1$ that maximises the profit, given an estimate $c'_g$ (which depends on $t^\mathcal{K}_1_u$) of the number of cycles that are going to be received from the grid in the interval $[t_r, t^K_1]$. By time $t^K_1$ the heuristic can evaluate how accurate the estimate was. If the number of cycles that have been received from the grid in this time interval (we denote this number $c_g$) is greater than or equal to $c'_g$, then the execution of the application was completed at or before $t^K_1$, and no further action is required. On the other hand, if $c'_g < c_g$ an additional contract may be necessary to complete the execution of the application. At this point the heuristic carries out a new optimisation, this time considering only the workload left to be processed. To avoid having to establish a third contract, the heuristic takes a conservative approach and assumes that no further cycles will be received from the grid before the execution of the application is completed.

In this paper we evaluate different flavours of this heuristic framework that differ from each other in how they produce the estimate $c'_g$. We discuss each of them in turn.

**Omniscient Heuristic.** This heuristic produces an optimal plan. We assume in this case that the heuristic has access to an oracle that is able to predict $c_g$ with complete accuracy, i.e., we suppose that $c'_g = c_g$. This heuristic therefore always makes a single contract for the precise amount of extra cycles needed from the cloud computing provider to compute the workload. Thus, this heuristic always achieves the maximum profit for the hybrid infrastructure.

**Averse Heuristic.** This heuristic is completely averse to the risk of trusting the best-effort grid. Therefore it assumes that $c'_g = 0$. It always establishes a first contract for all the cycles needed to compute the workload, i.e., for the difference between $w$ and the cycles that will be provided by the in-house infrastructure over the relevant time interval. Obviously, in this case there is also no need to make a second contract. Although this heuristic estimates that no cycles will be received from the grid, the scheduling algorithm uses the cycles that may in fact be provided by the grid, potentially reducing the number of cycles consumed from the cloud computing provider.

**Oblivious Heuristic.** This heuristic is oblivious to the existence of the grid, and therefore it also assumes that $c'_g = 0$. Moreover, when evaluating this heuristic we ignore $g(t)$ and instead assume that $g(t) = 0$ within $\Delta$: another way of thinking about this is that we assume that the scheduling algorithm does not use any cycles available from the grid. Once again, in this case only a single contract is established. Under our assumptions on which contracts
can be established and on the pricing model, this heuristic makes the optimal choice of contracts for a hybrid infrastructure that does not have access to a P2P grid. Thus, when we compare the other heuristics with this one, we can measure the value that the P2P grid adds to the hybrid infrastructure.

**Predictive heuristic.** This heuristic uses an oracle to obtain some knowledge about the grid’s behaviour, as the Omniscient does, however the oracle used by the predictive heuristic is imperfect. We model this imperfection by associating a nonzero error $\xi$ with the prediction that it makes, i.e., $c'_g = c_g \cdot (1 \pm \xi)$. Since this heuristic may need to establish a second contract to complete the execution of the application, the instant of time to use the cycles of the first contract has to be smaller than $t_d$, otherwise it would not always be possible to establish a second contract (recall that $t^E_d < t^K_d$).

In summary, the Omniscient and Oblivious heuristics produce benchmarks for the profit that can be achieved by the execution of the application on the hybrid infrastructure. The Averse heuristic reveals the value that the grid adds to the infrastructure. Finally, the Predictive heuristic allows us to evaluate the impact that the quality of the estimation of the amount of resources received from the grid has on the profit that can be achieved. Algorithm 1 is the pseudo-code for the planner framework just described.

6. **Evaluation of the Heuristics**

6.1. **Evaluation Metric**

To measure the efficiency of a given heuristic, we compare the profit yielded by this heuristic with that yielded by the Omniscient and the Oblivious heuristics. We define the efficiency $\mathcal{E}_H$ achieved by a heuristic $H$ when running an application $A$ on the hybrid infrastructure as follows:

$$\mathcal{E}_H = 1 - \frac{\text{Profit}_{\text{Omniscient}}(A) - \text{Profit}_H(A)}{\text{Profit}_{\text{Omniscient}}(A) - \text{Profit}_{\text{Oblivious}}(A)},$$

where $\text{Profit}_{\text{Omniscient}}(A)$, $\text{Profit}_{\text{Oblivious}}(A)$ and $\text{Profit}_H(A)$ are, respectively, the profit achieved by the Omniscient heuristic, Oblivious heuristic and $H$, when scheduling $A$ over the same hybrid infrastructure and under the same conditions.

Notice that the efficiency is not defined if the profit of the Omniscient heuristic is equal to that of the Oblivious heuristic. Note also that 1 is an upper bound for the efficiency, but there is no lower bound for it: the efficiency may be negative. This would be the case if the choice of contracts
Algorithm 1: Planner’s algorithm

begin
<table>
<thead>
<tr>
<th>at time = $t_p$ do</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
</tr>
<tr>
<td>estimate $c'_g$ according to Heuristic</td>
</tr>
<tr>
<td>find $t_{K_1}^c$ such that Equation 4 is maximised with</td>
</tr>
<tr>
<td>$\mathcal{P} = {K_1}$, $t_{K_1}^c = t_p$ and $c_{K_1}^c = w - c'<em>g - \int</em>{t_r}^{t_{K_1}^c} i(t) dt$</td>
</tr>
<tr>
<td>establish contract $K_1$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>at time = $t_{K_1}^c$ do</td>
</tr>
<tr>
<td>begin</td>
</tr>
<tr>
<td>let $w'$ be the number of cycles that still need to be processed</td>
</tr>
<tr>
<td>if ($w' &gt; 0$)</td>
</tr>
<tr>
<td>begin</td>
</tr>
<tr>
<td>find $t_{u}^{K_2}$ such that Equation 4 is maximised with</td>
</tr>
<tr>
<td>$\mathcal{P} = {K_2}$, $t_{u}^{K_2} = t_{K_1}^c$ and $c_{K_2}^u = w' - \int_{t_{K_1}^c}^{t_{u}^{K_2}} i(t) dt$</td>
</tr>
<tr>
<td>establish contract $K_2$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>
end

made by the heuristic was so bad that the resulting profit was even lower than that attained by the Oblivious heuristic.

6.2. Description of the Scenarios Evaluated

To evaluate the heuristics using the model presented in Section 3 we need to define scenarios by setting values for the constants and instantiating the functions that comprise the model. We first discuss the constants and functions related to the application, and then we discuss those related to the infrastructure.

Regarding the application, we need to define its workload ($w$), its utility function and its lifetime ($t_r$ and $t_d$). Based on the experience of the e-Science applications currently used by the OurGrid Community, we set the workload to be that of an application running in a twenty-machine cluster for approximately 12 hours. Thus, we have $w = 864,000$ cycles and $t_d - t_r = 43,200$ seconds (12 hours). We set $t_p = 0$ and assume that $\Delta$ is a time interval
of 24 hours. Therefore, $t_r = 43,200$ seconds and $t_d = 86,400$ seconds. For
the utility function of the AoN and LDuD applications, the value $b$ gives the
maximum revenue that can be achieved with the execution of the application:
if the execution of the application finishes exactly at $t_r$, the revenue obtained
is $b$ units of utility. We assume that the utility obtained by the completion of
the application is directly proportional to its processing demand. Therefore,
we set $b$ to be $\mu \cdot w$ (with $\mu > 1$), where $\mu$ is the maximum profitability
factor of the application. For example, $\mu = 2$ means that 2 units of utility
is obtained as a result of the execution of the application for each unit of
workload that the application contains. For the GDuD application we set
$a = -1.00017$ and $b = 1.00054 \cdot \mu \cdot w$, which provides a utility that decreases
slowly until about 8 hours after $t_r$, and has a sharp decrease after that.

We assume that the cost of the in-house infrastructure over a time interval
is equal to the number of cycles that are available from the in-house machines
over that interval, i.e. we set $v_i = 1$. We set $v_p$, the cost of reserving a cycle
from the cloud service provider at time $t_p$ and consuming it at time $t_d$, as a
function of $v_i$. In the scenarios we evaluated we set $v_p = 0.5 \cdot v_i$, assuming
that the cloud provider is able to operate its infrastructure more than twice
more efficiently than the in-house infrastructure is operated.

As indicated earlier, we assume that the cloud service provider sets a
value $\beta$ and only allows contracts $K$ to be established for which $\beta^K = \beta$.
In order to evaluate different providers’ profiles, we consider three different
values for $\beta$: $1/2$, $2/3$, and $3/4$.

The function $\varphi$, which reflects how the reservation fees vary with different
contract establishment times and consumption times, is set as follows. We
set $\varphi(t_1, t_2)$ to be a hyperbolically decaying function of $t_2 - t_1$ given by:

$$\varphi(t_1, t_2) = \frac{18,000}{t_2 - t_1 + 5,600} + 0.8,$$

which leads to a value for the contracts to be approximately 4 for the most
urgent ones ($\varphi(t, t^*)$) and approximately 2.5 for the contracts established at
least 12 hours in advance. This allows us to investigate the behaviour of the
heuristics in scenarios in which the cost of the contracts change substantially.

We specify three grid profiles by their quality of service $\Phi$: a bad quality
grid with $\Phi = 0.1$, a medium quality grid with $\Phi = 0.5$, and a good quality
grid with $\Phi = 0.9$. For instance, for the good quality grid, the number of the
cycles that are available from the grid during $[t_r, t_d]$ is 90% of the number
donated to the grid during $[t_p, t_u]$ \( (\int_{t_p}^{t_u} g(t) \cdot dt = 0.9 \cdot \int_{t_p}^{t_u} i(t) \cdot dt) \). However, it is reasonable to suppose that the number of cycles available from the grid during a subinterval of $[t_r, t_d]$ is smaller for an earlier subinterval than for a later subinterval of the same length, because when the later time interval starts a smaller number of outstanding favors (donated resources) need to be paid back from the grid to the peer representing the in-house infrastructure. We therefore set \( g(t) \) to be the following decreasing function of \( t \):

\[
g(t) = 2 \cdot \Phi \cdot (t_d - t) \cdot \int_{t_p}^{t_u} i(t')dt'.
\]

### 6.3. Numerical Results

For simplicity, we assume that the capacity of the in-house infrastructure does not change during the time interval $\Delta$, and we introduce the capacity ratio $\lambda$ (0 $< \lambda < 1$) which expresses how much of the workload \( w \) can be processed in-house. For instance, $\lambda = 0.5$ means that the in-house capacity can compute 50% of the application’s workload. Note that when $\lambda = 0$ there are no in-house resources available during $\Delta$, and when $\lambda = 1$ all the workload can be processed in-house. Neither of these scenarios are of interest to our study. The figures for this subsection show graphs of the efficiency versus the capacity ratio $\lambda$ for $\lambda \in \{0.1, 0.2, \ldots, 0.9\}$. We will first describe the general results for all scenarios evaluated, and then discuss the impact of particular parameters on the efficiency obtained by the heuristics.

In general, \( t_c \) is calculated as a compromise between the loss of utility as \( t_c \) increases and the reduction in cost by avoiding to contract at the cloud provider the cycles that are obtained from the in-house infrastructure and the P2P grid during the time interval $[t_r, t_c]$. However, for the \( LDuD \) application, in all scenarios evaluated, all heuristics took the decision to contract all extra cycles to be used exactly at $t_r$. This is because for the \( LDuD \) application, as \( t_c \) increases, the loss in utility is more important than the cost reduction associated. Thus, in all scenarios the profit yielded by both the Omniscient and the Oblivious heuristics were the same and the efficiencies for the other heuristics were not defined. Therefore, in the following we discuss only the efficiency values for the \( AoN \) and the \( GDuD \) applications.

Figure 2 shows the average efficiency obtained by the heuristics on all the scenarios evaluated, Figure 2(a) for the \( AoN \) application, and Figure 2(b) for the \( GDuD \) application. These figures show the efficiency of the Averse
heuristic, and of the Predictive heuristic for the cases where the heuristic’s estimate of the number of cycles available from the peer-to-peer grid is 10% smaller, 10% greater, 30% smaller or 30% greater than the true number.

![Figure 2: Average efficiency versus capacity ratio (λ).](image)

As expected, for the relatively low errors in the estimation of the cycles received from the grid, the Predictive heuristic provides better results than the Averse heuristic, since it makes use of its partial knowledge of the grid’s behaviour. When the Predictive heuristic underestimates the number of cycles available from the grid, the results are better than when it overestimates this number. This is because when it overestimates the number of cycles available from the grid it reserves fewer cycles from the cloud computing provider in its first contract than are necessary to complete the application, and has to establish a second contract later on. This results in higher reservation fees than if all the cycles necessary to complete the application had been reserved in the first contract.

For the AoN application (see Figure 2(a)), the Predictive heuristic has higher efficiency for larger values of $\lambda$, because the larger the in-house capacity is the more idle cycles it donates to the grid, and thus the more cycles the grid is likely to pay back within the time interval $[t_r, t_c]$. For the GDuD application (see Figure 2(b)) $\lambda$ has less impact on the efficiency of the Predictive heuristic, because the completion time for the execution of the algorithm is generally earlier than $t_d$, and so the heuristic does not take advantage of all the in-house and grid capacity available before the deadline $t_d$.

The Averse heuristic ignores the grid and reserves all the cycles it needs (and which will not be provided in-house) from the cloud computing provider.
This results in a very low efficiency for all the scenarios we investigate. This efficiency is not affected by the value of $\lambda$. When $\lambda$ increases, the number of cycles likely to be available from the grid increases, reducing the probable cost of running the application. However, this cost reduction is also achieved by the other heuristics. By taking a closer look at our results, we discovered that when $\lambda$ increases the profits obtained by the Omniscient, Oblivious and Averse heuristics increase by the same proportion, leaving the efficiency for the Averse heuristic unchanged.

We evaluated the impact on efficiency of the quality of service $\Phi$ of the grid, setting $\Phi \in \{0.1; 0.5; 0.9\}$. Figure 3 presents the average efficiency obtained for each value of $\Phi$, for both The AoN and the GDuD applications. Not surprisingly, the efficiency of the Averse heuristic is unaffected by $\Phi$. On the other hand, the Predictive heuristic performs better as the grid’s quality of service improves, and achieves efficiency 1 for some of the scenarios in which $\Phi$ and $\lambda$ are large.

Figure 4 presents the average efficiency obtained for different values of $\beta$. It can be seen from this figure that as $\beta$ increases the efficiency of the heuristics decreases, and that $\beta$ has a greater effect on the Averse heuristic, which reserves more cycles from the cloud computing provider than the other heuristics do.

In summary, our results show that it is important to use at least knowledge about the grid behaviour when deciding which contracts to establish with the cloud computing provider. So, constructing an estimation for the behaviour of the grid is essential for making contracts that lead to high efficiency in the use of the hybrid infrastructure.

7. Estimating the Quality of Service of a P2P Grid

In this section we propose and evaluate an analytical model that can be used to estimate, at a given instant of time, the amount of resources that will be reclaimed from a best-effort P2P grid in the near future.

7.1. Model of the P2P Grid

Our model is of a P2P grid that operates an incentive mechanism called the “Network of Favors” [12] which is used in the OurGrid middleware [1]. This incentive mechanism uses information that each peer gathers about its past interactions with other peers in the grid. For each peer $p'$ with which it interacts, peer $p$ records a balance that represents the difference between
Figure 3: Efficiency versus capacity ratio ($\lambda$) for grids with different quality of service ($\Phi$).
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Figure 4: Efficiency versus capacity ratio (λ) for different values of \( \beta \).
the number of resources that it has received from $p'$ and the number of resources that it has donated to $p'$. This balance is zero if $p$ and $p'$ have never interacted. It increases when $p$ donates resources to $p'$ and decreases when $p$ consumes resources from $p'$, unless it is already zero: as a defence against whitewash attacks, the balance never takes negative values. Peer $p$ allocates its idle resources proportionally according to the balances of the peers that request these resources. If all these peers have zero balances, $p$ distributes its idle resources equally among them. This simple approach has been shown to be efficient at discouraging free riding.

The model we propose for the P2P grid is designed to be used by a peer $p_0$ (which we will call the “local peer”) that wants to estimate the number of resources it will obtain from the grid during a given period of time in the near future, during all of which time it will request resources from the grid. In the eyes of the local peer, the grid is composed by a set of remote peers $G = \{p_1, p_2, \ldots, p_N\}$, where $N$ is the number of peers in the grid other than $p_0$. Each peer can be either in consuming state - when it is requesting resources from the grid - or in donating state - when it has idle resources available for use by other peers in the grid. A peer will never be in both states at the same time, as we assume that peers only ask for remote resources if there are not enough local resources available. We write $G_c(t)$ for the set of peers in $G$ that are in consuming state at time $t$. We assume that there is high contention for the grid’s resources; specifically, we assume that every resource a donating peer makes available to the grid is consumed by some peer, and that if there are any peers in consuming state with positive balance then all the resources that the donating peer makes available will be consumed by these peers, with none left over for peers with zero balance.

Assuming that $b_k^i(t)$ is the balance peer $p_i$ associates with peer $p_k$ at time $t$, we can introduce the aggregate balance of all consuming peers other than the local peer $p_0$ on the provider peer $p_i$ at time $t$, given by

$$B_i(t) = \sum_{\forall p_k \in G_c(t)} b_k^i(t)$$

Therefore, as a result of the Network of Favors mechanism, a donating peer $p_i$ provides part of the $r_i(t)$ resources available on its infrastructure at time $t$ to the consuming peer $p_0$ according to the following equation.
When resources are consumed, the balances from both consumer and provider are updated. For the sake of simplicity, we assume that all peers use the same accounting function, and that each donated resource results in an addition or subtraction of one unit from the relevant balances (with the exception that when a balance is zero no units are subtracted from it). Thus, the changes at time $t$ in the balances $b_i^0$ and $b_i^0$ for the consuming peer $p_0$ and a donating peer $p_i$ are given by

$$\frac{b_i^0(t)}{dt} = \begin{cases} \frac{b_i^0(t)}{B_i(t)+b_i^0(t)} \cdot r_i(t) & \text{if } B_i(t) + b_i^0(t) > 0 \\ \frac{r_i(t)}{[G_c(t)]+1} & \text{otherwise} \end{cases}$$

$$\frac{b_i^0(t)}{dt} = -\min(R_i^0(t), b_i^0(t))$$

and

$$\frac{b_i^0(t)}{dt} = R_i^0(t)$$

The total amount of resources obtained from the grid by the local peer $p_0$ from all peers at time $t$ is:

$$R_0(t) = \sum_{\forall p_i \in G \setminus G_c(t)} R_i^0(t)$$
consuming peer’s identity, and has mean $\bar{r}$. If the local peer $p_0$ is in consumption state at time $t$, it follows that the expected number of resources available from all the donating peers at this time is $\bar{r} \cdot N \cdot \rho$.

We estimate the number of resources obtained from the grid by the local peer $p_0$ at time $t$ by:

$$E(t) = \begin{cases} 
\bar{r} \cdot (N \cdot \rho - A) \cdot \frac{\bar{b}_0(t)}{\bar{B}(t) + \bar{b}_0(t)} + \frac{A \bar{r}_A}{N \cdot (1 - \rho) + 1} & \text{if } \bar{B}(t) + \bar{b}_0(t) > 0 \\
\bar{r} \cdot N \cdot \rho \cdot \frac{1}{N \cdot (1 - \rho) + 1} & \text{otherwise} 
\end{cases}$$

(7)

where $\bar{b}_0(t)$ is the estimated aggregate balance of the local peer $p_0$ on all donating peers at time $t$; $\bar{B}(t)$ is the estimated aggregate balance of all consuming peers other than the local peer on all donating peers at time $t$; and $\bar{r}_A$ is the mean number of resources available from altruistic peers at time $t$.

Nevertheless, the local peer wants to be able to estimate not only the amount of resources it will obtain at time $t$, but more importantly the estimated amount of resources to be obtained in a time period $[t_s, t_f]$ in the near future, given by:

$$\Psi([t_s, t_f]) = \int_{t_s}^{t_f} E(t) \, dt$$

(8)

When applying Equation 8, we have to consider the change rate over time for $\bar{B}(t)$ and $\bar{b}_0(t)$. We make the simplifying assumption for our model that $\bar{B}(t)$ is constant over the time we are predicting. This assumption is based on the fact that, while consuming peers have their balances decreased by consuming resources, the providing peers have their balances increased by donating them. Thus, if peers frequently change their state from donating to consuming and vice-versa during the time period for which we are predicting, the aggregate balance of all peers will not change much over this short period of time, and we can use its mean value over this time period as an estimate of its value at any particular time during that period.

As mentioned before, the balance $b_0$ will not increase, and may decrease, over a time interval during which the local peer $p_0$ is in consuming state. When this balance decreases, it affects the number of resources that the local peer can expect to be obtained from $p_i$. Thus, we need to model the dynamics of these balances. Since we do not know the value $R_i^0(t)$ we cannot
use Equation 5 directly. However, we can estimate \( R_0(t) \) by \( E(t) \), using
Equation 7, and use its result to estimate the decay rate of the aggregate
balance \( \bar{b}_0(t) \) while \( p_0 \) is in consuming state. We assume that no decrease to
the aggregate balance \( \bar{b}_0(t) \) will result from the donation of resources to \( p_0 \)
by altruistic peers, because if \( p_i \) is an altruistic peer then \( \bar{b}_i \) is very likely to
be zero before (and after) the donation. Our estimate of the change rate of
\( \bar{b}_0(t) \) is therefore:

\[
\frac{\bar{b}_0(t)}{dt} = -\min \left( E(t) - \frac{A \cdot \bar{r}_A}{N \cdot (1 - \rho) + 1}, \bar{b}_0(t) \right)
\]  

(9)

We can now use estimates of the aggregate balances \( \bar{b}_0(t_s), \bar{B}(t_s) \) at the
initial time \( t_s \), along with Equation 7 and the differential Equation 9, to
calculate \( E(t) \); and then apply Equation 8 to obtain an estimate of the total
amount of resources that will be received by \( p_0 \) from the grid during the time
period \([t_s, t_f]\), as required.

7.2. Evaluation of the grid model

We evaluate the grid model by comparing the prediction that it gives
for the amount of resources that the local peer will receive with simulation
results using field data. For our simulations we have used traces obtained
from the execution of real grids, provided by the Grid Workloads Archive
(GWA) [13, 35], an initiative of University of Delft for centralising access to
workload traces from grid environments. Among the traces that GWA pro-
vides, we have chosen the ones from NorduGrid, which is a grid for academic
researchers in nordic countries that has been operating since 2002 [36]. We
have chosen this trace because, for the purposes of our simulations, it is the
most suitable of all traces available: it has the highest number of sites (75
sites) with resource contention scenarios (781,370 tasks run), lasts for a long
time (about 3 years) with most of the applications being bag-of-tasks.

As we wanted to simulate scenarios with a number of peers higher than
the number of sites available on the trace, we divided the trace into time
windows of 2 months and randomly selected sites from each time window,
assigning a different peer to each site, until we had the desired number of
peers. We then grouped together all the behaviours of the selected sites to
make the workload. The number of peers (\( N \)) is a parameter of the simulator.
We use a normal distribution to set the amount of resources for each peer,
based on the work by Kee et al. [37], which models the number of nodes
per cluster on computational grids. The mean amount of resources per peer $(\bar{r})$ used on the normal distribution is an input of the simulator, and the standard deviation value is set such that 99.7% of the distribution values are between $0.5\bar{r}$ and $1.5\bar{r}$. The workload was built based on the following job information available: submit time, run time, number of requested processors and job origin site for each task recorded in the trace. The workload was filtered in order to use only tasks that requested a single processor, since we are simulating a desktop grid infrastructure that only supports bag-of-tasks submissions. This filtering removed less than 1% of the trace from the simulation workload. For the sake of simplicity, we also considered that machines in the grid were homogeneous and each contained a single processor.

The prediction model given in Subsection 7.1 estimates the amount of resources that the local peer will be obtain from the grid in a specified time interval. However, a peer with low resource requirements (or with high resource requirements which are however almost all met by its in-house infrastructure) may consume fewer resources than are available to it from the grid. Since the prediction model does not consider the amount of resources requested from the grid by the local peer, we have to consider this issue in our evaluation. In order to do that, we evaluated the model by comparing the ratio between the estimated and requested amount of resources ($ER$) with the ratio between the obtained and requested amount of resources ($OR$). We set an upper bound of 100% for $ER$, meaning that if the amount of resources that the model estimated was higher than the amount of resources requested then we reset $ER$ to 100%, as no more than the amount of resources requested can actually be used. Formally, given a simulation $S$ and an estimate $estimated(S)$ of the amount of resources that will be available from the grid during the time period simulated by $S$, where the estimate is obtained by using the prediction model, the values of $ER$ and $OR$ for this simulation are given by:

$$ER = \min\left(\frac{estimated(S)}{requested(S)}, 1\right)$$

$$OR = \frac{obtained(S)}{requested(S)}$$

where $requested(S)$ and $obtained(S)$ are the amounts of resources that were requested and obtained over the course of the the simulation.
To evaluate the model for this simulation, we calculate an error which is
defined as the difference between the ratio $ER$ given by the model and the
ratio $OR$ given by the simulations:

$$\xi = ER - OR$$  \hspace{1cm} (10)

If in some scenario the amount of resources available from the grid is
larger than the amount that the peer requests, it is likely that for this scenario
the error will be zero, because provided that the estimate of the amount of
resources that will be available is at least as large as the amount requested,
both $ER$ and $OR$ will take value 1. Since our prediction model assumes
that there is high contention in the grid, we evaluate only the parts of the
trace for which the amount of obtained resources is smaller than the amount
requested, i.e., when the demand for resources outstrips the supply. When
supply exceeds demand, all resource requests will be satisfied.

We simulated each scenario several times using each peer in turn as the
local peer, setting different values for the number of peers $N$ (the values
used for $N$ were 100 and 200) and for $\bar{r}$ (the values used for $\bar{r}$ were 10,
20, and 40). We divided the resulting 2-month-long simulations into shorter
simulations with lengths of 1, 2, \ldots 50 hours. For each of these shorter
simulations, we used the grid model to predict the amount of resources which
would be available from the grid during the time period of the simulation,
and calculated the prediction error $\xi$ for this simulation. Fixing $N = 200$
and varying values for $\bar{r}$, then fixing $\bar{r}$ and varying values for $N$, and for each
$\Delta t \in \{1, 2, \ldots 50\}$ we calculated the mean value of $\xi$ for the set of simulations
whose length was $\Delta t$ hours. Then we calculated the mean $\bar{\xi}$ of these 50 mean
values.

Table 1 summarises the results. The first column gives the number of
peers $N$ in the grid. The second column gives the mean amount of resources
offered by a donating peer ($\bar{r}$). The third column is the mean of the mean
overestimated prediction errors (positive errors) over all the shorter simulation
lengths ($\xi_+$). The forth column is the mean of the mean underestimated
prediction errors (negative errors) over all the shorter simulation lengths
($\xi_-$). The last column gives the frequency of positive errors, i.e., the number
of simulations for which the model overestimated the amount of resources
received from the grid, divided by the total number of simulations.

Out of the pairs of values for $N$ and $\bar{r}$ for which we have run simulations,
the one that gives rise the highest value of overestimated $\xi_+$ is $N = 200$, $\bar{r} =$
Table 1: Mean of mean overestimated ($\bar{\xi}_+$) and underestimated ($\bar{\xi}_-$) prediction errors

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\bar{r}$</th>
<th>$\xi_+$</th>
<th>$\xi_-$</th>
<th>%Overestimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>20</td>
<td>2.43%</td>
<td>11.64%</td>
<td>13.06%</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>0.06%</td>
<td>4.27%</td>
<td>14.35%</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>1.74%</td>
<td>10.15%</td>
<td>18.26%</td>
</tr>
<tr>
<td>200</td>
<td>40</td>
<td>2.76%</td>
<td>11.09%</td>
<td>14.85%</td>
</tr>
</tbody>
</table>

For the same value of $N$ and the lower value 10 for $\bar{r}$, overestimated $\bar{\xi}_+$ and underestimated $\bar{\xi}_-$ are only 0.06% and 4.27%, respectively. It happens because when peers offer fewer resources, there is more contention in the grid. Since the prediction model assumes that the grid has high contention, the model is more accurate when $\bar{r}$ is low. The first and the third rows of the table show that when $\bar{r} = 20$, the values of overestimated and underestimated errors are larger for larger values of $N$. This is because the prediction model makes an error in estimating the amount of resources available from each peer, and (as can be seen from the fifth column) more often makes negative than positive errors. As a result, the sum of the errors in the estimate for each peer is larger when the number of peers is larger. From the fifth column, we can see that the frequency of overestimated errors lies between 13% and 19% for each of the pairs of values for $N$ and $\bar{r}$ simulated. This result is relevant to situations in which overestimating the amount of resources to be obtained from the grid has worse consequences than underestimating this amount: one such situation is the contract planning presented in this paper.

Figure 5 shows all prediction errors $\xi$ for each value of $\Delta t$ in all simulated scenarios. In addition to the errors, the figure also shows the mean of positive errors (overestimations) and negative errors (underestimations), with confidence interval bars for a 95% confidence level. It can be seen that most of the prediction errors $\xi$ are negative for all scenarios. It is due to the pessimistic estimation made by the prediction model, which considers that overestimating is worse than underestimating for most of the cases, including the application presented in this paper. Moreover, the longer the prediction time interval is, the more accurate the prediction tends to be. We think the reason for this is as follows. When a peer is consuming, the balances that other peers record for it decrease until either they reach zero or the peer finishes consuming. When all these balances are zero, the peer can only
Figure 5: Absolute error values $\xi$, mean overestimated prediction errors ($\bar{\xi}_+$) and underestimated prediction errors ($\bar{\xi}_-$) for different prediction time interval sizes ($\Delta(t)$ in hours).

obtain resources from altruistic peers. Since the amount of resources it receives from altruistic peers does not change much over time, the model can estimate this value more accurately than the amount of resources received from non-altruistic peers, and so the model makes more accurate predictions in cases where consuming peer’s balance is zero for a long period of time.

We now retrofit the prediction given by this model in the Predictive heuristic presented in Section 5. For a given grid prediction model, the average efficiency of the Predictive heuristic can be expressed as:

$$p \cdot \mathcal{E}_{\text{Predictive}}(\bar{\xi}_+) + (1 - p) \cdot \mathcal{E}_{\text{Predictive}}(\bar{\xi}_-),$$

where $\mathcal{E}_{\text{Predictive}}(\xi)$ is the efficiency of the heuristic for an error $\xi$, $p$ is the
probability of the prediction model overestimate the amount of resources to be received within a given time interval, and $\xi_+$ (resp. $\xi_-$) is the average overestimation (resp. underestimation) error.

For the AoN application, the prediction is made for a 12-hour interval. From our assessment, in this case, the grid model proposed has $\bar{\xi}_+ = 1\%$ and $\bar{\xi}_- = 9\%$, leading to an average efficiency of 96.69\% in the worst case ($N = 200$ and $\bar{r} = 20$). On the other hand, the GDuD application has running times of less than two hours. In this case, $\xi_+ = 16\%$ and $\xi_- = 14\%$ which gives a worst case efficiency of 90.05\%.

8. Conclusion

In this paper we have extended our previous research on business-driven management of a hybrid IT infrastructure [11], reporting extended models and new results on this topic. We believe that this work will assist the owners of IT infrastructures, by providing business-driven heuristics to decide when to use in-house resources, when to use P2P grid resources, and when to reserve resources from cloud computing providers.

A. Summary of Principal Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$</td>
<td>Time interval within which application should be executed;</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>Application to be executed;</td>
</tr>
<tr>
<td>$w$</td>
<td>Application’s processing demand in cycles;</td>
</tr>
<tr>
<td>$t_r$</td>
<td>Time the application is ready for execution;</td>
</tr>
<tr>
<td>$u(t)$</td>
<td>Application’s utility function;</td>
</tr>
<tr>
<td>$t_d$</td>
<td>Deadline for the application;</td>
</tr>
<tr>
<td>$t_c$</td>
<td>Time the application is completed;</td>
</tr>
<tr>
<td>$i(t)$</td>
<td>$#$ cycles available at time $t$ from in-house infrastructure;</td>
</tr>
<tr>
<td>$g(t)$</td>
<td>$#$ cycles available at time $t$ from P2P grid;</td>
</tr>
<tr>
<td>$p(t)$</td>
<td>$#$ cycles available at time $t$ from cloud computing provider;</td>
</tr>
<tr>
<td>$K$</td>
<td>Contract between customer and cloud computing provider;</td>
</tr>
<tr>
<td>$t^c_t$</td>
<td>Time at which the contract is established;</td>
</tr>
<tr>
<td>$t^u_t$</td>
<td>Time at which the cycles will be used;</td>
</tr>
<tr>
<td>$c^r_t$</td>
<td>$#$ cycles reserved under contract $K$;</td>
</tr>
<tr>
<td>$\beta^c$</td>
<td>Variable reflecting the relative costs of reservation and consumption;</td>
</tr>
</tbody>
</table>
\begin{align*}
\gamma_{\mu}^k(c) & \quad \text{Cost of contract } K \text{ for consuming } c \text{ of the reserved cycles;} \\
\mathcal{P} & \quad \text{The plan (set) of established contracts;} \\
\text{Profit}(\mathcal{A}, \Delta, \mathcal{P}, \mathcal{U}) & \quad \text{Profit from executing application } \mathcal{A}, \text{ within } \Delta, \text{ under plan } \mathcal{P}, \text{ with usage log } \mathcal{U}; \\
\gamma_{\mathcal{I}}(\Delta) & \quad \text{Cost of maintaining the dedicated in-house infrastructure;} \\
\varphi(t^c_e, t^c_u) & \quad \text{Function reflecting how the reservation fee per cycle varies with the urgency of the contract;} \\
v_i & \quad \text{Fixed cost of each cycle available on the in-house infrastructure;} \\
v_p & \quad \text{Cost of reserving a cycle from the provider at } t_p \text{ and consuming it just before } t_d; \\
c^c_{u} & \quad \# \text{ cycles consumed under contract } K; \\
[t_s, t_f] & \quad \text{Time period over which the grid’s behaviour is predicted;} \\
b_{k}^i & \quad \text{Balance that peer } p_i \text{ associates with peer } p_k; \\
p_0 & \quad \text{The local peer;} \\
b_0(t) & \quad \text{Estimated aggregated balance of the local peer on all donating peers at time } t; \\
N & \quad \text{Number of peers in the grid other than the local peer;} \\
v & \quad \text{Mean amount of resources provided by a donating peer;} \\
\end{align*}

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_{\mu}^k(c)$</td>
<td>Cost of contract $K$ for consuming $c$ of the reserved cycles;</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>The plan (set) of established contracts;</td>
</tr>
<tr>
<td>$\text{Profit}(\mathcal{A}, \Delta, \mathcal{P}, \mathcal{U})$</td>
<td>Profit from executing application $\mathcal{A}$, within $\Delta$, under plan $\mathcal{P}$, with usage log $\mathcal{U}$;</td>
</tr>
<tr>
<td>$\gamma_{\mathcal{I}}(\Delta)$</td>
<td>Cost of maintaining the dedicated in-house infrastructure;</td>
</tr>
<tr>
<td>$\varphi(t^c_e, t^c_u)$</td>
<td>Function reflecting how the reservation fee per cycle varies with the urgency of the contract;</td>
</tr>
<tr>
<td>$v_i$</td>
<td>Fixed cost of each cycle available on the in-house infrastructure;</td>
</tr>
<tr>
<td>$v_p$</td>
<td>Cost of reserving a cycle from the provider at $t_p$ and consuming it just before $t_d$;</td>
</tr>
<tr>
<td>$c^c_{u}$</td>
<td>$#$ cycles consumed under contract $K$;</td>
</tr>
<tr>
<td>$[t_s, t_f]$</td>
<td>Time period over which the grid’s behaviour is predicted;</td>
</tr>
<tr>
<td>$b_{k}^i$</td>
<td>Balance that peer $p_i$ associates with peer $p_k$;</td>
</tr>
<tr>
<td>$p_0$</td>
<td>The local peer;</td>
</tr>
<tr>
<td>$b_0(t)$</td>
<td>Estimated aggregated balance of the local peer on all donating peers at time $t$;</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of peers in the grid other than the local peer;</td>
</tr>
<tr>
<td>$v$</td>
<td>Mean amount of resources provided by a donating peer;</td>
</tr>
</tbody>
</table>

Table 2: Summary of Principal Notation.
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